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(b) Basic Paradigm of Text Classification
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Benchmark: LLMNodeBed
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Controlled Experiments: Findings & Tips

Illustrations of LLM-based node classification algorithms in supervised and zero-shot settings

?  Design principles for LLM-based methods remain elusive

More 

experiments 

and 

findings can 

be found in 

our paper!
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Node Classification is a fundamental task in graph analysis

Leveraging LLMs for node classification is becoming increasingly popular
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Takeaways

(1) Appropriately incorporating LLMs 

consistently improves the performance

(2) LLM-based methods provide greater 

improvements in semi-supervised settings 

than in supervised settings. 

(3) LLM-as-Explainer methods are 

highly effective when labels heavily 

depend on text.

(4) LLM-as-Encoder methods balance 

computational cost and accuracy 

effectively. 

(5) LLM-as-Predictor methods are more 

effective when labeled data is abundant.

A PyG-based testbed with 14 datasets, 8 LLM-based algorithms, 8

classic methods, and 3 learning configurations

LLM vs. GNN

Is my graph suited 

for an LLM, or will 

a GNN suffice?

In which scenarios 

can LLMs 

outperform LMs?

LLM vs. LM

What is the best 

recipe for each 

category?

Practical Tips

Semi-supervised & Supervised

Zero-shot 

Takeaways (6) GFMs can outperform open-source LLMs but still fall short 

of strong LLMs like GPT-4o.   (7) LLM direct inference can be improved by 

appropriately incorporating structural information

LLM vs. LM as Encoder

Takeaways (8) LLM-as-Encoder significantly 

outperforms LMs when graph structure is less 

informative about the labels, e.g., heterophilic ones Project Page
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