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User Request

Please generate an image 

where a girl is reading a 

book, and her pose is the 

same as the boy in 

“example.jpg”. Then,  

please describe the new 

image with your voice.
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Please carefully 

understand the above task 

graph’s relations …

You can first think about 

this graph and then 

produce planning results …

“Plan Like a Graph”
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Which neighboring 
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LLM

Please generate an 

image where a girl is 

reading a book, and her 

pose is the same as the 

boy in “example.jpg”, 

then please describe the 

new image with your 

voice.

User Request

LLM

Decomposed Steps

Step 1  Analyze the pose of 
that boy 

Step 2  Take that pose and 
generate a new image 

Step 3  Generate the caption 
for the newly generated image

Step 4  Convert the 
generated text into audio
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Graph Learning Improves Planning

Planning in LLM-based Agents (e.g., HuggingGPT) as a Graph Decision-Making Problem

Available tasks form a task graph where each node represents a task and edges indicate their dependencies. Task 

planning can be formulated as selecting a connected path or subgraph within this graph to fulfill the user’s request.  

Can LLMs Effectively Solve Graph Decision-making Problems?Theoretical Empirical

LLMs’ Performance and Hallucinations on HuggingGPT

- Limited Task Graph Understanding, i.e., 

LLMs exhibit certain hallucinations

Our paper features a 40-

page analysis of 

theoretical results and 

empirical evaluations! 

Performance on the UltraTool Benchmark

+ SOTA Performance  Outperform existing methods in performance and efficiency

+ Flexible Options  Available in both training-free and training-required variants

+ Compatibility Compatible with both open-sourced and close-sourced LLMs 

+ Orthogonal Direction Orthogonal to prompt design and LLMs’ fine-tuning

InvestorRoom - 
Investor Home

Planning is a fundamental component of human intelligence

Planning Capabilities of LLM-based Agents are Crucial for Achieving AGI

• Travel Planning • Math Problem Solving • Research “Divide-and-Conquer”

• Tool Agent • Game Agent • Research AgentHuggingGPT Voyager Chemical Research

Theorem 1.  (Inductive bias of language hinders expressiveness)

Transformers can simulate DP based on in-context graph input. 

But language pretrained Transformers with sparse attention cannot.

Theorem 2.   (Spurious correlations of auto-regressive loss)

The graph decision-making is a RL problem while next-token-

prediction is imitation learning, which introduces spurious 

correlations. 

Theorem 3.   (GNNs are dynamic programmers  Dudzik & Veličković, 2022)

Graph decision-making problems are often solved by dynamic programming 

(DP). We investigate the expressive of Transformers to simulate DP.
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+ Overcome Theoretical 

Limitations 

+ Avoid Hallucinations

+ Scalability to Large 

Task Graphs

Takeaways: (1) All methods improve the performance

(2) GNN is the best

I have an image named 'example.jpg’. I want to make 

all the red cars in the image blue and then identify 

and label the objects in the image. Finally, I need 

token classification of the object labels in the text.
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